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Markov Decision Processes

A Markov decision process
from Córdoba airport to Rio Cuarto:
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Markov Decision Processes

An MDP is a 4-tuple 𝑀 = 𝑆, 𝐴, 𝑇, 𝑠𝐼 where

𝑆 are the states with initial state 𝑠𝐼,

𝐴 is the finite set of action names,

𝑇: 𝑆 → 2𝐴×Dist(𝑆) is the
nondeterministic transition function.

Shorthand for transitions: write  𝑠→
𝑎
𝜇 if  𝑎, 𝜇 ∈ 𝑇(𝑠).

Paths: 𝑠0 𝑎0𝜇0 𝑠1 𝑎1𝜇1…

A reward structure maps branches of transitions to reward values:

𝑅: 𝑆 × 𝐴 × Dist 𝑆 × 𝑆 → ℝ
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Markov Decision Processes

Typical restrictions:

– no deadlocks: ∀𝑠 ∈ 𝑆: 𝑇 𝑠 ≥ 1

– all branch probabilities in ℚ

– action determinism (in ML and planning):

𝑠→
𝑎
𝜇1 ∧ 𝑠→

𝑎
𝜇2 ⇒ 𝜇1 = 𝜇2

– discrete-time Markov chain (DTMC):

no nondeterminism → ∀𝑠 ∈ 𝑆: 𝑇 𝑠 = 1

– rewards in [0,∞) or ℕ

– state rewards:
same reward on every incoming branch to a state
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Markov Decision Makers

Schedulers resolve all nondeterminism; e.g.

𝒮: 𝑆 → 𝐴 × Dist(𝑆)

= memoryless deterministic scheduler

Example:

Induced DTMC 𝑀ȁ𝒮:
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Reachability Probabilities

Unbounded probabilistic reachability:

P𝑜𝑝𝑡(⋄ 𝐺)

for 𝑜𝑝𝑡 ∈ max,min and 𝐺 ⊆ 𝑆:

Pmax ⋄ 𝐺 = sup𝒮ℙ𝑀ȁ𝒮 𝑠0… ∈ Paths 𝑀 ∣ ∃𝑖: 𝑠𝑖 ∈ 𝐺

Pmin ⋄ 𝐺 = inf𝒮 ℙ𝑀ȁ𝒮 𝑠0… ∈ Paths 𝑀 ∣ ∃𝑖: 𝑠𝑖 ∈ 𝐺

Examples:
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Reachability Probabilities

Step-bounded probabilistic reachability:

P𝑜𝑝𝑡(⋄
≤𝑏 𝐺)

for 𝑜𝑝𝑡 ∈ max,min and 𝐺 ⊆ 𝑆:

Pmax ⋄ 𝐺 = sup𝒮ℙ𝑀ȁ𝒮 𝑠0… ∈ Paths 𝑀 ∣ ∃𝑖 < 𝑏: 𝑠𝑖 ∈ 𝐺

Pmin ⋄ 𝐺 = inf𝒮 ℙ𝑀ȁ𝒮 𝑠0… ∈ Paths 𝑀 ∣ ∃𝑖 < 𝑏: 𝑠𝑖 ∈ 𝐺

Example:
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Complication: need step-positional schedulers

𝒮𝑠𝑡: 𝑆 × ℕ → 𝐴 × Dist(𝑆)
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Expected Rewards

Expected accumulated reward to reach a goal:

R𝑜𝑝𝑡(⋄ 𝐺)

for 𝑜𝑝𝑡 ∈ max,min and 𝐺 ⊆ 𝑆:

Rmax ⋄ 𝐺 = sup𝒮𝔼 𝑟𝑒𝑤⋄𝐺
𝑀ȁ𝒮

Rmin ⋄ 𝐺 = inf𝒮 𝔼 𝑟𝑒𝑤⋄𝐺
𝑀ȁ𝒮

Example:
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Expected Rewards

Expected accumulated reward to reach a goal:

R𝑜𝑝𝑡(⋄ 𝐺)

for 𝑜𝑝𝑡 ∈ max,min and 𝐺 ⊆ 𝑆:

Rmax ⋄ 𝐺 = sup𝒮𝔼 𝑟𝑒𝑤⋄𝐺
𝑀ȁ𝒮

Rmin ⋄ 𝐺 = inf𝒮 𝔼 𝑟𝑒𝑤⋄𝐺
𝑀ȁ𝒮

→ Rmax ⋄ 𝐺 = ∞ if 

Rmin ⋄ 𝐺 = ∞ if 
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