Formal Approaches to
Decision-Making under Uncertainty

Lecture 2-2: Markov Decision Processes

Arnd Hartmanns
Formal Methods and Tools

UNIVERSITY OF TWENTE



Markov Decision Processes

A Markov decision process MDP

from Cérdoba airport to Rio Cuarto:
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Markov Decision Processes

An MDP is a 4-tuple M = (S, A, T, s;) where
S are the states with initial state s;,

A is the finite set of action names,

T: S — 24XDPIstS) s the
nondeterministic transition function.

Shorthand for fransitions: write S—>,u it (a,u) € T(s).
s\‘*"‘ Areuriios s\-&e

e\ - n =
Paths: sq agltg S1 a1y .- ()= zé':(a;orgec(oia:izﬂoﬁ)g

A reward structure maps branches of transitions to reward values:
R: S x (A x Dist(S)) xS » R I RS- R



Markov Decision Processes

Typical restrictions:
— no deadlocks: Vs € S: [T(s)| =1
— all branch probabilities in Q

— oc’rionade’rermigism (in ML and planning):

SPU NS Uy = U1 = Uy
— discrete-time Markov chain (DTMC):

no nondeterminism — Vs € S: |T(s)| =1
— rewards in [0,0) or N

— state rewards:
same reward on every incoming branch to a state



Markov Decision Makers
MA’ @qes ) advenaries
Schedulers resolve all nondeterminism; e.g.

S: S — A x Dist(S)
= memoryless deterministic scheduler

Exomple: SCC—O@ — <Ns\‘~, %Tco&'lh-:) 1) i plly: T\S\LJ agfsution °€ R
S(Ru)=T  S(Toxd)=

Induced DTMC M|s: (@




Reachability Probabilities

Unbounded probabilistic reachability:

Pope (0 G)
for opt € {max, min} and G S S; . o
max(<> G) — SUPSP@({SO . € Paths(M) di:s; € G})

Phin(¢ G) = infg Py ({Sq ... € Paths(M) | 3i:s; € G})

Examples: a
P 24,

?MOQL@) 5131)= OS5
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Reachability Probabilities

Step-bounded probabilistic reachability:

opt(o_b G)
for opt € {max, min} and G € S:

Pmax($'G) = supsPuy; ({so ... € Paths(M) | 3i < b:s; € G})
Pmin(6 G) = infp)Py ({So ... € Paths(M) | 3i < b:s; € G})

Example: ?m,‘ (o fonicd) = OF

e . =08
—t —— = OA4+03-05 = 0SS



Reachability Probabilities

Step-bounded probabilistic reachability:
Popt(°Sb G)

for opt € {max, min} and G € S:
Prax(¢ G) = supsPy . ({Sp ... € Paths(M) | 3i < b:s; € G})
Phin(e G) = infg Py ({Sq ... € Paths(M) | 3i < b:s; € G})

Complication: need step-positional schedulers



Reachability Probabilities

Step-bounded probabilistic reachability:
Popt(°Sb G)
for opt € {max, min} and G € S:

Phax(0 G) = SuPSstPMlsst({SO ... € Pat]

hs(M)

Ppin(e G) = infg PM|53t({SO ... € Pat

s(M)

Complication: need step-positional schedulers

di < b:Si € G})
Ji < b:Si € G})



Expected Rewards

Expected accumulated reward to reach a goal:

Ropt(° G)
tfor opt € {max, min} and G € S:

Rax (¢ G) = supsE (rew%l‘s)
Riin(e G) = infs E (rewfglg)

Example: Revn (BUNRD) = win ] 62, 9, L+ 032 +0%L+... §
G (GEORRR) = i — o



Expected Rewards

Expected accumulated reward to reach a goal:

Ropt(° G)
for opt € {max, min} and G € S:

Rax (¢ G) = supsE (rewf‘él‘s)
Riin(e G) = infs E (rewfglg)

- Rmax(° G) = oo it ?M‘M(O G) <A

Rpin(0G) = 0 it Buax (26)<1
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