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Lecture 1-2: Discrete-Time Markov Chains



Probability Theory Recap

A discrete probability distribution over a set of outcomes 𝛺

is a function 𝜇: 𝛺 → 0, 1 such that

1. σ𝜔∈𝛺 𝜇(𝜔) = 1 and

2. spt(𝜇) ≝ 𝜔 ∈ 𝛺 | 𝜇 𝜔 > 0 is countable.

Dist(𝛺) is the set of all discrete probability distributions over 𝛺.

Example: 6-sided die



Probability Theory Recap

A probability space is a triple 𝛺, 𝔉, 𝑃 consisting of

a sample space 𝛺 containing all possible outcomes,

a 𝜎-algebra 𝔉 ⊆ 2𝛺 of measurable events, and

a probability measure 𝑃: 𝔉 → 0, 1

where 𝑃 Ω = 1 and 𝑃 is 𝜎-additive, i.e.

for any pairwise disjoint sets 𝑆1, 𝑆2, … ∈ 𝔉,

we have 𝑃 𝑖ڂ 𝑆𝑖 = σ𝑖 𝑃(𝑆𝑖).



Probability Theory Recap

A probability space is a triple 𝛺, 𝔉, 𝑃 …

Example: 6-sided die

Example: Uniform distribution over 1, 3



Probability Theory Recap

Given a probability space 𝛺, 𝔉, 𝑃 and a measurable space 𝑆, 𝛴 ,

a random variable is a measurable function 𝑋: 𝛺 → 𝑆.

If 𝑆 ⊆ ℝ, then its expected value is 𝔼 𝑋 ≝ 𝜔𝑋 𝜔 d𝑃 𝜔

Example: Value of coin

Example: Distance of thrown ball



Markov Chains

A Markov chain from Córdoba airport to Rio Cuarto:



Markov Chains

A Markov chain from Córdoba airport to Rio Cuarto:



Markov Chains

A discrete-time Markov chain 𝑀 is a triple

𝑆, 𝑇, 𝑠𝐼
where 𝑆 is the finite set of states,

𝑇: 𝑆 → Dist 𝑆 is the transition function, and

𝑠𝐼 ∈ 𝑆 is its initial state.

A path 𝜋 ∈ Paths(𝑀) is a sequence

𝑠0 𝑠1…

of states such that ∀𝑖: 𝑇 𝑠𝑖 𝑠𝑖+1 > 0.

𝜋≤𝑛 is the prefix 𝑠0…𝑠𝑛 of 𝜋 of length 𝑛.

𝑇 as probability matrix:
0 0.5 0.5 0 0
0.9 0 0 0.1 0
0 0 0 0.5 0.5
0 0 0 1 0
0 0 0 0 1



Markov Chain Probability Space

Given a path prefix 𝜋𝑓𝑖𝑛,
the cylinder set cyl(𝜋𝑓𝑖𝑛) is
the set of all paths starting with 𝜋𝑓𝑖𝑛.

Examples:



Markov Chain Probability Space

Let 𝔉𝐶𝑦𝑙 be the smallest 𝜎-algebra
containing all cylinder sets of 𝑀.

Then the probability space of 𝑀 is

Paths 𝑀 , 𝔉𝐶𝑦𝑙 , 𝑃𝑀

where 𝑃𝑀 is defined by 𝑃𝑀 ∅ = 0 and

𝑃𝑀 𝑐𝑦𝑙 𝑠0 𝑠1…𝑠𝑛 = ൞
ς𝑖=0
𝑛−1𝑇 𝑠𝑖 𝑠𝑖+1 if 𝑠0 = 𝑠𝐼 ∧ 𝑛 > 0

1 if 𝑠0 = 𝑠𝐼 ∧ 𝑛 = 0

0 otherwise



Reachability Probabilities

The probability to reach a goal state in 𝐺 ⊆ 𝑆

P(⋄ 𝐺) or     P(⋄≤𝑏 𝐺)

is now easily defined as

P ⋄ 𝐺 = 𝑃𝑀 𝑠0 𝑠1… ∈ Paths 𝑀 ∣ ∃𝑖: 𝑠𝑖 ∈ 𝐺

and P ⋄≤𝑏 𝐺 = 𝑃𝑀 𝑠0 𝑠1… ∈ Paths 𝑀 ∣ ∃𝑖 ≤ 𝑏: 𝑠𝑖 ∈ 𝐺



Rewards and Costs

Buses and taxis aren’t free.

→ reward function 𝑅: 𝑆 × 𝑆 → ℝ
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Rewards and Costs

The accumulated reward to
reach a goal state in 𝐺 ⊆ 𝑆 is

𝑟𝑒𝑤⋄𝐺
𝑀 𝑠0 𝑠1…

≝ ൝
σ𝑖=0
𝑗

𝑅 𝑠𝑖 , 𝑠𝑖+1 if ∃𝑗: 𝑠𝑗 ∈ 𝐺 ∧ ∀𝑘 < 𝑗: 𝑠𝑘 ∉ 𝐺

∞ otherwise

Example:

→ this is (almost) a random variable!
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Expected Rewards

The expected accumulated reward to
reach a goal state in 𝐺 ⊆ 𝑆 is

R(⋄ 𝐺)

≝ 𝔼 𝑟𝑒𝑤⋄𝐺
𝑀

Examples:
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Markov Chain Modelling

Have: Coin that we can flip
Want: Play a game that requires 6-sided die

Claim: Can simulate die with coin as follows:
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