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Probability Theory Recap

A discrete probability distribution over a set of outcomes 2

is a function u: 2 - [0, 1] such that _%_\;C?:‘ﬁ
. Xweo(w) =1 and M= 05, €)= 05
2.spt(u) € {w € N | u(w) > 0} is countable.

Dist(2) is the set ot all discrete probability distributions over 2.

Example: 6-sided die | Gapwabdc g,
A=
Q- i;(, 2, .-,65 ()= 05
V)= ‘e (Ay = 0%
m(N=g Ve ;{u %

e



Probability Theory Recap
L po
A probability space is a triple (2, &, P) consisting of

a sample space 2 containing all possible outcomes,
a o-algebra § € 29 of measurable events, and
a probability measure P: § — [0, 1]
where P(Q)) = 1 and P is o-additive, i.e.
for any pairwise disjoint sets §¢, 55, ... € &,
we have P(U;S;) = X; P(S)).

1= LL‘), 403
¥= {8, Do, B4 0o 102, -, (039), -
P(#) =0, PTo1el)=1, P(lash)= 4%, R2) =4

P10 u[347)= P(oAT)+P((a M= £ +4



Probability Theory Recap
A probability space is a triple (2, &, P) ...

Example: 6-sided die

QL= {41' ,63
F=2*%
() = £ sl

Example: Unitorm distribution over [1, 3]

(see prediew Lo, Cor ivo})

? (LaT) = 252

?( 6412( 43>= :(i



Probability Theory Recap

Given a probability space (2, &, P) and a measurable space (S, X'),
a random variable is a measurable function X: 2 - S.

f S € R, then its expected value is E(X) & wa(a)) dP(w)

Aiscrele. Etu ?(ng) - X(w)
Example: Value ot coin
_Q,:ék.ts \\égg):o
Example: Distance ot thrown ball Q= (e o)

x&s“(@“‘l >) = \‘S X 1-7Q



Markov Chains
A Markov chain from Cérdoba airport to Rio Cuarto:
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Markov Chains

A Markov chain from Cérdoba airport to Rio Cuarto:

03
—
:‘})ULS o4 UT\@CB/‘
oS
_{COR
S 0%

oo A5 ' 1




Markov Chains
pTMC
A discrete-time Markov chain M is a triple

(S,T,s;)
where S is the finite set of states,
T: S - Dist(S) is the transition function, and
s; € S is its initial state.

A Z
T as probability matrix:

- 2 /0 05 05 0 0

A path w € Paths(M) is a sequence 09 0 0 01 0 \
So S1 --- 0 0 0 05 05
. 0o 0 0 1 0

ot states such that Vi: T(s;)(s;41) > 0. 0o 0 o0 o0 1 /

T, is the pretix sy ... s, of T of length n.



Markov Chain Probability Space

Given a path pretix ey,
the cylinder set cyl(msy,) is
the set of all paths starting with m¢;,.

Examples: cyL(@R Bus ONRD) = §COR RBus ONRL OMRC .7
ey (COR Tah) = §COR Tt ONRC . cOR Taml A ... §
cyCCCoR) = Réls@)



Markov Chain Probability Space
Let Fcyr be the smallest o-algebra o (Gadpy

containing all cylinder sets ot M. __
=3

Then the probability space of M is e
(Paths(M), Fcyi, Pu)  Puleulcr 3d)= o1

where Py, is detined by Py, (@) = 0 and

OR. Bu
(H’i:ol T(Si)(SiJ:1) it So =s;An >0
PM(Cyl(EO 51 ﬁz)) = < 1 itso=s;An=0
k 0 otherwise




Reachability Probabilities

G = SUNRS
The probability to reach a goal state in G € S (e
P(e G) or P(o=P () ek

is now easily detined as
P(o G) = Pyy({sy Sy ... € Paths(M) | 3i:s; € G})
P(o WeS)= 05-05 + 05-04+05-03-0505+... NQfewd=os

and P(OSb G) = Py;({sg 51 ... € Paths(M) | 3i < b:s; € G})



Rewards and Costs

Buses and taxis aren’t free.
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— reward function R:S XS - R



Rewards and Costs

The accumulated reward to
reach a goal state in G € S is &4

rewlt(sq Sq ...)

def {:()R(Si'si+1) I]CHJS]EG/\Vk <j:Sk€G

00 otherwise

Example:
(@ gupcy (COR Bus (2R Bus ONRC )= F

— this is (almost) a random variable!



Expected Rewards

The expected accumulated reward to
reach a goal state in G € S s

R(¢ G)

= E(rewlf.)

Examples: .
R(0 38,3} = 05: 24058 =S

R(O §Busd )= o0



Markov Chain Modelling

Have: Coin that we can tlip
Want: Play a game that requires 6-sided die

Claim: Can simulate die with coin as follows:
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